
Big is Beautiful or Less is More? 	


Reflections on Resource-Intensive NLP 

Joakim Nivre	


!

Uppsala University	


Department of Linguistics and Philology	





Introduction



Introduction
Natural language processing	



• Make computers do useful and interesting things with language	



• Gain insights about human language from computational models



Introduction
Natural language processing	



• Make computers do useful and interesting things with language	



• Gain insights about human language from computational models

From armchair linguistics:	


• Carefully hand-crafted grammars with limited coverage – toy systems



Introduction
Natural language processing	



• Make computers do useful and interesting things with language	



• Gain insights about human language from computational models

From armchair linguistics:	


• Carefully hand-crafted grammars with limited coverage – toy systems

To big data:	


• Broad-coverage statistical systems trained on large amounts of data
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State of the art in many areas of NLP requires:	


• Massive amounts of data	



• High-performance computing

Emerging trend:	


• Academic institutions can’t keep up with industrial labs



Machine Translation
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Figure 4: Perplexities with Kneser-Ney Smoothing
(KN PP) and fraction of covered 5-grams (C5).

7.3 Perplexity and n-Gram Coverage
A standard measure for language model quality is
perplexity. It is measured on test data T = w|T |

1 :

PP (T ) = e
� 1

|T |
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This is the inverse of the average conditional prob-
ability of a next word; lower perplexities are bet-
ter. Figure 4 shows perplexities for models with
Kneser-Ney smoothing. Values range from 280.96
for 13 million to 222.98 for 237 million tokens tar-
get data and drop nearly linearly with data size (r2 =
0.998). Perplexities for ldcnews range from 351.97
to 210.93 and are also close to linear (r2 = 0.987),
while those for webnews data range from 221.85 to
164.15 and flatten out near the end. Perplexities are
generally high and may be explained by the mix-
ture of genres in the test data (newswire, broadcast
news, newsgroups) while our training data is pre-
dominantly written news articles. Other held-out
sets consisting predominantly of newswire texts re-
ceive lower perplexities by the same language mod-
els, e.g., using the full ldcnews model we find per-
plexities of 143.91 for the NISTMT 2005 evaluation
set, and 149.95 for the NIST MT 2004 set.
Note that the perplexities of the different language

models are not directly comparable because they use
different vocabularies. We used a fixed frequency
cutoff, which leads to larger vocabularies as the
training data grows. Perplexities tend to be higher
with larger vocabularies.
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Figure 5: BLEU scores for varying amounts of data
using Kneser-Ney (KN) and Stupid Backoff (SB).

Perplexities cannot be calculated for language
models with Stupid Backoff because their scores are
not normalized probabilities. In order to neverthe-
less get an indication of potential quality improve-
ments with increased training sizes we looked at the
5-gram coverage instead. This is the fraction of 5-
grams in the test data set that can be found in the
language model training data. A higher coverage
will result in a better language model if (as we hy-
pothesize) estimates for seen events tend to be bet-
ter than estimates for unseen events. This fraction
grows from 0.06 for 13 million tokens to 0.56 for 2
trillion tokens, meaning 56% of all 5-grams in the
test data are known to the language model.
Increase in coverage depends on the training data

set. Within each set, we observe an almost constant
growth (correlation r2 ≥ 0.989 for all sets) with
each doubling of the training data as indicated by
numbers next to the lines. The fastest growth oc-
curs for webnews data (+0.038 for each doubling),
the slowest growth for target data (+0.022/x2).

7.4 Machine Translation Results
We use a state-of-the-art machine translation system
for translating from Arabic to English that achieved
a competitive BLEU score of 0.4535 on the Arabic-
English NIST subset in the 2006 NIST machine
translation evaluation8 . Beam size and re-ordering
window were reduced in order to facilitate a large

8See http://www.nist.gov/speech/tests/mt/
mt06eval official results.html for more results.
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Syntactic Parsing
Type System UAS COMP

Sup
McDonald06 91.5

Koo10 93.04 -
Zhang11 92.9 48.0

Li12 93.12 -
Our Baseline 92.76 48.05

Semi

Koo08 93.16
Suzuki09 93.79

Chen09 93.16 47.15
Zhou11 92.64 46.61

Suzuki11 94.22 -
Chen12 92.76 -

MetaParser 93.77 51.36

Table 10: Relevant results for English. Sup denotes the
supervised parsers, Semi denotes the parsers with semi-
supervised methods.

4.5.2 Chinese
Table 11 shows the comparative results, where

Li11 refers to the parser of Li et al. (2011), Hatori11
refers to the parser of Hatori et al. (2011), and Li12
refers to the unlabeled parser of Li et al. (2012). The
reported scores on this data were produced by the
supervised learning methods and our Baseline (su-
pervised) parser provided the comparable accuracy.
We found that the score of our meta parser for this
data was the best reported so far and significantly
higher than the previous scores. Note that we used
the auto-assigned POS tags in the test set to match
the above previous studies.

System UAS COMP
Li11 80.79 29.11

Hatori11 81.33 29.90
Li12 81.21 -

Our Baseline 81.01 29.71
MetaParser 83.08 32.21

Table 11: Relevant results for Chinese

4.6 Analysis
Here, we analyzed the effect of the meta features on
the data sparseness problem.

We first checked the effect of unknown features
on the parsing accuracy. We calculated the number
of unknown features in each sentence and computed
the average number per word. The average num-

bers were used to eliminate the influence of varied
sentence sizes. We sorted the test sentences in in-
creasing orders of these average numbers, and di-
vided equally into five bins. BIN 1 is assigned the
sentences with the smallest numbers and BIN 5 is
with the largest ones. Figure 2 shows the average
accuracy scores of the Baseline parsers against to
the bins. From the figure, we found that for both
two languages the Baseline parsers performed worse
while the sentences contained more unknown fea-
tures.
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Figure 2: Accuracies relative to numbers of unknown fea-
tures (average per word) by Baseline parsers

Then, we investigated the effect of the meta fea-
tures. We calculated the average number of ac-
tive meta features per word that were transformed
from the unknown features for each sentence. We
sorted the sentences in increasing order of the av-
erage numbers of active meta features and divided
them into five bins. BIN 1 is assigned the sen-
tences with the smallest numbers and BIN 5 is with
the largest ones. Figures 3 and 4 show the results,
where “Better” is for the sentences where the meta
parsers provided better results than the baselines and
“Worse” is for those where the meta parsers pro-
vided worse results. We found that the gap between
“Better” and “Worse” became larger while the sen-
tences contain more active meta features for the un-
known features. The gap means performance im-
provement. This indicates that the meta features are
very effective in processing the unknown features.

5 Related work

Our approach is to use unannotated data to generate
the meta features to improve dependency parsing.
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A scientific issue?
1997), decision lists (Yarowsky, 1994), and a 
variety of Bayesian classifiers (Gale et al., 1993, 
Golding, 1995, Golding and Schabes, 1996).  In 
all of these approaches, the problem is 
formulated as follows:  Given a specific 
confusion set (e.g. {to,two,too}), all occurrences 
of confusion set members in the test set are 
replaced by a marker;  everywhere the system 
sees this marker, it must decide which member 
of the confusion set to choose.   
 Confusion set disambiguation is one of a 
class of natural language problems involving 
disambiguation from a relatively small set of 
alternatives based upon the string context in 
which the ambiguity site appears.  Other such 
problems include word sense disambiguation, 
part of speech tagging and some formulations of 
phrasal chunking.  One advantageous aspect of 
confusion set disambiguation, which allows us 
to study the effects of large data sets on 
performance, is that labeled training data is 
essentially free, since the correct answer is 
surface apparent in any collection of reasonably 
well-edited text.  
 

3 Learning Curve Expe riments 

This work was partially motivated by the desire 
to develop an improved grammar checker.  
Given a fixed amount of time, we considered 
what would be the most effective way to focus 
our efforts in order to attain the greatest 
performance improvement.  Some possibilities 
included modifying standard learning 
algorithms, exploring new learning techniques, 
and using more sophisticated features.  Before 
exploring these somewhat expensive paths, we 
decided to first see what happened if we simply 
trained an existing method with much more 
data.  This led to the exploration of learning 
curves for various machine learning algorithms : 
winnow1, perceptron, naïve Bayes, and a very 
simple memory-based learner.  For the first 
three learners, we used the standard collection of 
features employed for this problem: the set of 
words within a window of the target word, and 
collocations containing words and/or parts of 

                                                                 
1 Thanks to Dan Roth for making both Winnow and 
Perceptron available. 

speech.  The memory-based learner used only 
the word before and word after as features. 
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Figure 1. Learning Curves for Confusion Set 

Disambiguation 
 
 We collected a 1-billion-word training 
corpus from a variety of English texts, including 
news articles, scientific abstracts, government 
transcripts, literature and other varied forms of 
prose.  This training corpus is three orders of 
magnitude greater than the largest training 
corpus previously used for this problem.  We 
used 1 million words of Wall Street Journal text 
as our test set, and no data from the Wall Street 
Journal was used when constructing the training 
corpus. Each learner was trained at several 
cutoff points in the training corpus, i.e. the first 
one million words, the first five million words, 
and so on, until all one billion words were used 
for training. In order to avoid training biases that 
may result from merely concatenating the 
different data sources to form a larger training 
corpus, we constructed each consecutive 
training corpus by probabilistically sampling 
sentences from the different sources weighted 
by the size of each source. 
 In Figure 1, we show learning curves for 
each learner, up to one billion words of training 
data.  Each point in the graph is the average 
performance over ten confusion sets for that size 
training corpus.  Note that the curves appear to 
be log-linear even out to one billion words. 
 Of course for many problems, additional 
training data has a non-zero cost.  However, 

27
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• Training and testing on the whole range of data set sizes	



• Slow train NLP as well as NLP near the speed of light

Infrastructure requirements:	


• Massive amounts of data	



• High-performance computing	



• Expertise on how to use these resources	



• Calls for a community effort
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• The scientific literature is full of more accurate parsers	



• But they don’t process 10,000 sentences per second

Sustainable NLP	


• More data and computing power isn’t always the answer	



• We also need research on faster algorithms and leaner models 
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Conclusion

Big is beautiful	


• The scientific community needs access to web-scale resources	



• Otherwise much of our research will soon be irrelevant

Less is more	


• We are tackling infinite spaces with finite resources	



• Making better use of resources is always going to be relevant



Thanks for Your Attention!	


Questions?

http://stp.lingfil.uu.se/~nivre/


