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3.3 Synchronous Context Free Grammar (SCFG) 

      SMT systems often produce ungrammatical and disfluent translation hypotheses. 

This is mainly because of language models that only look at local contexts (n-gram 

models). Syntax-based approaches to machine translation aim at fixing the problem of 

producing such disfluent outputs. Such syntax-based systems may take advantage of 

Synchronous Context Free Grammars (SCFG): mappings between two context free 

rules that specify how source language phrase structures correspond to target language 

phrase structures. For example, the following basic rule maps noun phrases in the 

source and target languages, and defines the order of the daughter constituents (Noun 

and Adjective) in both languages. 

 

NP::NP [Det ADJ N]  [Det N ADJ] 

 

This rule maps English NPs to French NPs, stating that an English NP is constructed 

from daughters Det, ADJ and N, while the French NP is constructed from daughters 

Det, N and ADJ, in this order. Figure 3a demonstrates translation using transfer of such 

derivation trees from English to French using this SCFG rule and lexical rules. 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 3a – translation of the English NP “The  red  house”  into  the  French  NP  

“La  maison  rouge”  using  SCFG 
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Figure 5.1: Phrase-based machine translation. The input is segmented into
phrases (not necessarily linguistically motivated), translated one-to-one into phrases
in English and possibly reordered.

by five phrase pairs. The English phrases have to be reordered, so that the
verb follows the subject.

The German word natuerlich best translates into of course. To cap-
ture this, we would like to have a translation table that maps not words
but phrases. A phrase translation table of English translations for the
German natuerlich may look like the following:

Translation Probability p(e|f)
of course 0.5
naturally 0.3
of course , 0.15
, of course , 0.05

It is important to point out that current phrase-based models are not
rooted in any deep linguistic notion of the concept phrase. One of the
phrases in Figure 5.1 is fun with the. This is an unusual grouping. Most
syntactic theories would segment the sentence into the noun phrase fun and
the prepositional phrase with the game.

However, learning the translation of spass am into fun with the is very
useful. German and English prepositions do not match very well. But the
context provides useful clues how they have to be translated. The German
am has many possible translations in English. Translating it as with the is
rather unusual (more common is on the or at the), but in the context of
following spass it is the dominant translation.

Let’s recap: We have illustrated two benefits of translations based on
phrases instead of words: For one, words may not be the best atomic units
for translation, due to frequent one-to-many mappings (and vice versa).
Secondly, translating word groups instead of single words helps to resolve

Reordering
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Translation as decoding
• ... is a gigantic search problem

Translation as Search

Decoding as Search
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Decoding complexity

I Naively, in a sentence of N words with T translation options
for each phrase, we can have

I O(2

N
) phrase segmentations,
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) sets of phrase translations, and

I O(N !) word reordering permutations.
I Unfeasible

(Illustration by Philipp Koehn)

Typical Architecture in Statistical MTArchitecture

Language
modeling

Translation table
construction

Decoder
Translation

model

Model
parameters

Language
model

EN

Test

Pre-
processing

Post-
processing

ENENEN
ENEN
SW

Training corpus

Training time

Decoding time

EN SW

Development corpus

ENENEN
ENEN

SW

Bilingual corpus

SW

Translation

Pre-
processing

Model parameter
optimization

Post-
processing

(Illustration by Sara Stymne)

Growing Data Sets 9More Data
WMT Parallel Training data (million words)

13MW2005 French–English
16MW2005 German–English
15MW2005 Spanish–English

14MW2006 French–English
16MW2006 German–English
15MW2006 Spanish–English

34MW2007 French–English
33MW2007 German–English
33MW2007 Spanish–English

38MW2008 French–English
37MW2008 German–English
37MW2008 Spanish–English

18MW2008 Czech–English

710MW2009 French–English
39MW2009 German–English
43MW2009 Spanish–English

18MW2009 Czech–English

933MW2010 French–English
45MW2010 German–English

239MW2010 Spanish–English
87MW2010 Czech–English

1065MW2011 French–English
51MW2011 German–English

397MW2011 Spanish–English
87MW2011 Czech–English

1087MW2012 French–English
57MW2012 German–English

423MW2012 Spanish–English
228MW2012 Czech–English

1169MW2013 French–English
117MW2013 German–English

470MW2013 Spanish–English
253MW2013 Czech–English
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Philipp Koehn, U Edinburgh Human Translation 18 October 2013

(Source: Philipp Koehn)

http://opus.lingfil.uu.seWMT Shared Task
• millions of translated documents
• > 200 languages and language variants
• pre-processed and aligned

including Common Crawl corpus
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A English-French baseline model for WMT has
• a 60-90 GB binarized phrase table
• a 60 GB binarized language model

Training and tuning takes time and memory
• several days to word-align and to extract phrase tables
• several days to tune feature weights
• a lot of temporary disk space (TB) with fast I/O

Research in MT
• re-train & re-tune several models with various features
• new feature functions, new domains, new test data

Scaling Up

Good News:  Parallelization
• data pre-processing
• alignment (paragraphs, sentences, words)
• phrase and rule extraction / scoring
• parameter tuning (requires decoding)
• translation

HPC infrastructure is very useful!

UppsalaMT@HPC: > 500,000 h used in 2013/14
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2 Interface Layer and Application Logic Layer scalability 
 
Services of the Interface Layer are processing user request by serving Web UI and 
translation API. The services perform requests to application Logic Layer to authenticate 
user, get a list of available system, get translation, and etc. (see Figure 1). 
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Figure 2. Architecture of the LetsMT! platform 

 
In a current deployment, services of Interface Layer and Application Logic Layer are 
deployed on one physical server. Both of the layers should not necessarily be split in two 
servers as current load of the services is minimal. 
By growing user base of the platform the Web UI can get overloaded by user requests. To 
overcome this we can apply the following scaling technics: 

(1) Vertical scaling - replace the underlying hardware with more powerful hardware 
once necessary;  

(2) Horizontal scaling - add another instance of the server beside it.  
Since the services of Interface Layer and Application Logic Layer are quite stateless, we can 
implement horizontal scaling approach as it is more flexible and can be scaled automatically. 
Nevertheless, we have to take into account that user session information of the Web UI has 
to be stored in a common place that is accessible for all instances of the Web UI.  
So we add load balancer using AWS Elastic load balancing technology in a front of Interface 
layer. Then we launch another instance of Interface and Application Logic Layers. The load 
balancer will distribute load among instances (see Figure 3). We can continue launching 
more and more instances until user requests can be processed normally. 
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Figure 3. Interface Layer and Application Logic Layer scale-up 

Distributed Document Translation
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time as it consumes single CPU unit. If multiple sentences are sent to one translation service 
then they are translated sequentially which could be quite slow if a lot of sentences are 
translated are once. To extend the limit multiple instances of a system can be started from 
the Web UI which creates multiple translation service tasks.  
When user translates a sentence with multiple translation services, the sentence is sent to a 
random translation service so that multiple sentences can be sent to different services and 
gets translated simultaneously. 
Even more, the translation services are communication with each other. If one service 
receive large translation request, it can spread it over other services to make translation 
faster. Receiving multiple sentence (or document) translation requests, it is split into 
sentences and spread over all translation services, thus theoretically making multiple 
sentence translation in speed of one sentence (see Figure 5). 
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Figure 5. Document translation 

 
In a current deployment LetsMT! measures overall load of the HPC cluster. On a basis of the 
measurements a decision is made whether a new node has to be launched or a node can be 
released. During the evaluation phase of the platform, actual scaling is performed manually 
to limit expenses on hardware. 

Scaling Up Limitations

Example: Huge Language Models (Edinburgh WMT’14)

et al., 2002). But we found this system to be use-
less for translating the Urdu part of Indic data due
to domain mismatch and huge number of OOV
words (approximately 310K tokens). To reduce
sparsity we synthesized additional phrase-tables
using interpolation and transliteration.

Interpolation: We trained two phrase transla-
tion tables p(ūi|ēi) and p(ēi|h̄i), from Urdu-
English (Indic corpus) and Hindi-English (Hin-
dEnCorp (Bojar et al., 2014)) bilingual cor-
pora. Given the phrase-table for Urdu-English
p(ūi|ēi) and the phrase-table for English-Hindi
p(ēi|h̄i), we estimated a Urdu-Hindi phrase-table
p(ūi|h̄i) using the well-known convolution model
(Utiyama and Isahara, 2007; Wu and Wang, 2007):

p(ūi|h̄i) =
X

ēi

p(ūi|ēi)p(ēi|h̄i)

The number of entries in the baseline Urdu-to-
Hindi phrase-table were approximately 254K. Us-
ing interpolation we were able to build a phrase-
table containing roughly 10M phrases. This re-
duced the number of OOV tokens from 310K to
approximately 50K.

Transliteration: Urdu and Hindi are written in
different scripts (Arabic and Devanagri respec-
tively). We added a transliteration component
to our Urdu-to-Hindi system. An unsupervised
transliteration model is learned from the word-
alignments of Urdu-Hindi parallel data. We were
able to extract around 2800 transliteration pairs.
To learn a richer transliteration model, we addi-
tionally fed the interpolated phrase-table, as de-
scribed above, to the transliteration miner. We
were able to mine additional 21000 translitera-
tion pairs and built a Urdu-Hindi character-based
model from it. The transliteration module can
be used to translate the 50K OOV words but
previous research (Durrani et al., 2010; Nakov
and Tiedemann, 2012) has shown that translit-
eration is useful for more than just translating
OOV words when translating closely related lan-
guage pairs. To fully capitalize on the large over-
lap in Hindi–Urdu vocabulary, we transliterated
each word in the Urdu test-data into Hindi and
produced a phrase-table with 100-best transliter-
ations. The two synthesized (triangulated and
transliterated) phrase-tables are then used along
with the baseline Urdu-to-Hindi phrase-table in
a log-linear model. Detailed results on Urdu-to-
Hindi baseline and improvements obtained from

using transliteration and triangulated phrase-tables
are presented in Durrani and Koehn (2014). Using
our best Urdu-to-Hindi system, we translated the
Urdu part of the multi-indic corpus to form Hindi-
English parallel data. Table 4 shows results from
using the synthesized Hindi-English corpus in iso-
lation (Syn) and on top of the baseline system
(B0 + Syn).

Pair B0 Syn � B0 + Syn �

hi-en 14.28 10.49 -3.79 14.72 +0.44
en-hi 10.59 9.01 -1.58 11.76 +1.17

Table 4: Evaluating Synthesized (Syn) Hindi-
English Parallel Data, B0 = System without Syn-
thesized Data

1.5 Huge Language Models

Our unconstrained submissions use an additional
language model trained on web pages from the
2012, 2013, and winter 2013 CommonCrawl.2

The additional language model is the only differ-
ence between the constrained and unconstrained
submissions; we did not use additional parallel
data. These language models were trained on text
provided by the CommonCrawl foundation, which
they converted to UTF-8 after stripping HTML.
Languages were detected using the Compact Lan-
guage Detection 23 and, except for Hindi where
we lack tools, sentences were split with the Eu-
roparl sentence splitter (Koehn, 2005). All text
was then deduplicated, minimizing the impact of
boilerplate, such as social media sharing buttons.
We then tokenized and truecased the text as usual.
Statistics are shown in Table 5. A full description
of the pipeline, including a public data release, ap-
pears in Buck et al. (2014).

Lang Lines (B) Tokens (B) Bytes

en 59.13 975.63 5.14 TiB
de 3.87 51.93 317.46 GiB
fr 3.04 49.31 273.96 GiB
ru 1.79 21.41 220.62 GiB
cs 0.47 5.79 34.67 GiB
hi 0.01 0.28 3.39 GiB

Table 5: Size of huge language model training data

We built unpruned modified Kneser-Ney lan-
guage models using lmplz (Heafield et al., 2013).

2
http://commoncrawl.org

3
https://code.google.com/p/cld2/
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Pair B0 +L

newstest 2013 2014 2013 2014

en-de 20.85 20.10 – 20.61 +0.51
en-cs 19.39 21.00 20.03 +0.64 21.60 +0.60
en-ru 19.90 28.70 20.80 +0.90 29.90 +1.20
en-hi 11.43 11.10 12.83 +1.40 12.50 +1.40
hi-en 15.48 13.90 – 14.80 +0.90

Table 6: Gains obtained by using huge language
models – B0 = Baseline, +L = Adding Huge LM

While the Hindi and Czech models are small
enough to run directly, models for other languages
are quite large.We therefore created a filter that op-
erates directly on files in KenLM trie binary for-
mat, preserving only n-grams whose words all ap-
pear in the target side vocabulary of at least one
source sentence. For example, an English lan-
guage model trained on just the 2012 and 2013
crawls takes 3.5 TB without any quantization. Af-
ter filtering to the Hindi-English tuning set, the
model fit in 908 GB, again without quantization.
We were then able to tune the system on a machine
with 1 TB RAM. Results are shown in Table 6; we
did not submit to English-French because the sys-
tem takes too long to tune.

1.6 Miscellaneous

Hindi-English: 1) A large number of Hindi sen-
tences in the Hindi-English parallel corpus were
ending with a full-stop “.”, although the end-of-
the-sentence marker in Hindi is “Danda” (|). Re-
placing full-stops with Danda gave improvement
of +0.20 for hi-en and +0.40 in en-hi. 2) Using
Wiki subtitles did not give any improvement in
BLEU and were in fact harmful for the en-hi di-
rection.

Russian-English: We tried to improve word-
alignments by integrating a transliteration sub-
model into GIZA++ word aligner. The probabil-
ity of a word pair is calculated as an interpola-
tion of the transliteration probability and transla-
tion probability stored in the t-table of the differ-
ent alignment models used by the GIZA++ aligner.
This interpolation is done for all iterations of all
alignment models (See Sajjad et al. (2013) for de-
tails). Due to shortage of time we could only run it
for Russian-to-English. The improved alignments
gave a gain of +0.21 on news-test 2013 and +0.40
on news-test 2014.

Pair GIZA++ Fast Align �

de-en 24.02 23.89 –.13
fr-en 30.78 30.66 –.12
es-en 34.07 34.24 +.17
cs-en 22.63 22.44 –.19
ru-en 31.68 32.03 +.35
en-de 18.04 17.88 –.16
en-fr 28.96 28.83 –.13
en-es 34.15 34.32 +.17
en-cs 15.70 16.02 +.32

avg +.03

Table 7: Comparison of fast word alignment
method (Dyer et al., 2013) against GIZA++
(WMT 2013 data condition, test on new-
stest2012). The method was not used in the official
submission.

Pair Baseline MSD Hier. MSD Hier. MSLR

de-en 27.04 27.10 +.06 27.17 +.13
fr-en 31.63 - 31.65 +.02
es-en 31.20 31.14 –.06 31.25 +.05
cs-en 26.11 26.32 +.21 26.26 +.15
ru-en 24.09 24.01 –.08 24.19 +.11
en-de 20.43 20.34 –.09 20.32 -.11
en-fr 30.54 - 30.52 –.02
en-es 30.36 30.44 +.08 30.51 +.15
en-cs 18.53 18.59 +.06 18.66 +.13
en-ru 18.37 18.47 +.10 18.19 –.18

avg + .035 +.045

Table 8: Hierarchical lexicalized reordering model
(Galley and Manning, 2008).

Fast align: In preliminary experiments, we
compared the fast word alignment method by
Dyer et al. (2013) against our traditional use of
GIZA++. Results are quite mixed (Table 7), rang-
ing from a gain of +.35 for Russian-English to a
loss of –.19 for Czech-English. We stayed with
GIZA++ for all of our other experiments.

Hierarchical lexicalized reordering model:
We explored the use of the hierarchical lexicalized
reordering model (Galley and Manning, 2008)
in two variants: using the same orientations as
our traditional model (monotone, discontinuous,
swap), and one that distinguishes the discontin-
uous orientations to the left and right. Table 8
shows slight improvements with these models, so
we used them in our baseline.

Threshold filtering of phrase table: We exper-
imented with discarding some phrase table entry
due to their low probability. We found that phrase
translations with the phrase translation probability
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Baseline + Huge LM’s

2012/2013
CommonCrawl

BLEU 
score gains

English LM:
- size: 3.5 TB
- required filtering!
- tuning: 1 TB RAM

Not all language
pairs could be run!

Conclusions

Real-World Applications use SMT

Data-Driven MT requires Big Data

SMT needs a lot of Computing Power


