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1 Introduction

Generation within theocoN pipeline employs the English Resource Grammar
(ERG) to produce linguistically well-formed candidate surfaealizations for each
MRS presented by the transfer component. Hms is an open-source, broad-
coverage, declarative grammar implementation for Engligsigned within the
Head-driven Phrase Structure Gramnte®gQ framework. This linguistic frame-
work places most of the burden of linguistic description loa lexicon, employing
a relatively small number of highly schematic syntacticesuto combine words
or phrases to form larger constituents. Each word or phraseg generally, each
sign) is defined in terms of feature structures where the valuatiiibutes are gov-
erned by general principles such as the Head Feature Camventhich ensures
the identity of a particular subset of feature-value pairsaghrasal node and on
one distinguished daughter, the head of the phrase. Marhesétgeneralizations
aim to be language-independent, constraining the spacessiljje analyses for
linguistic phenomena. Central to thesGframework is the inclusion in each sign
of constraints on multiple dimensions of representationluding at least syntac-
tic and semantic properties, so that rules, lexical entdad principles determine
semantic well-formedness just as they do syntax.

Under continuous development at CSLI since 1993Fkeprovides syntactic
and semantic analyses for the large majority of common oaect&ns in written
English text, and it has been augmented during.t@oN project to improve cov-
erage of lexical entries and high-frequency constructieitisin the chosemoGon
development corpus of Norwegian back-country tourismsteAt the completion
of theLocoN demonstrator, theERG provided correct parses for 85 per cent of the
English translations in the development corpus, and pealidell-formed realiza-
tions for more than 80 per cent of the Norwegian developmergus items which
succeeded in transfer. The hand-bamslexicon grew withinLocon to more than
27,000 lexical entries, which are augmented within the destrator by on-the-fly
construction of entries for unknown named entities useckimegator output.

Each successful input to the generator is a well-formed representing the
content of a phrase or sentence, expressed as a bag of eeymmedications (EPS)
each of which is consistent with the public semantic intfapecification (the
SEM-I) provided by the grammar. Within th@con demonstrator, each inpmRs
is produced by the Transfer component as described in QhapteAn example
of such arMRs is given in compact form in 3, the result of first parsing thadie
Norwegian sentence 1 (which can be translated as 2), anaipying the transfer
rules which convert Norwegian EPs to English EPs.

(1) Gjendebu ble apnet i 1871.



(2) Gjendebu was opened in 1871.
3)

(hi,

hy:prpstn_m(e,{ TENSE past, MOOD indicative, PROG -, PERF -},,
h3, X4, Us)

he:proper_q(x4, h7, hg),

hg:named(x 4 {PERS 3, NUM sg, DIV -}, gjendebu),

hyg:_open_v_cause(es, U11, X4),

hio:-in_p_temp(ei2, €2, X13),

hi4:proper_q(xis, his, hie),

hy7:yofc(x13{PERS 3,NUM sg, DIV -}, i1g, 1871)

{h3 =4 hig,h7 =4 hg, hi5 =, hi7 })

The generator looks up all of the lexical entries whose pegds match those
found in the inputvRs and then augments that bag of entries with any semantically
empty lexical entries whose conditioning requirementssatisfied by the input
MRS. It uses an efficient version of an exhaustive procedure lwbinstructs all
phrases containing any of these lexical entries which angiteetl by the rules of
the grammar and semantically consistent with the input. Jémerator returns
as valid realizations those phrases whoss matches the input and which are
consistent with the root condition set for the generator.tke above example, the
generator returns just the one realization in 4, with itsespondingeRG analysis:

(4) Gjendebu was opened in 1871.

NP VP
|
N
| \ VPP
N was
Gjendebu VPP PP
| N
v P NP
[ in |
\ N
opened |
N
|
N
|
N

1

o]

71.

Though this example is relatively simple, it already ilhasés several features of
the generator and the use of the resources provided bgrBeFirst, of the five
lexical entries used in the preferred realization herer, &ava semantically content-
ful and could be found in the lexicon via their predicates.t Be word “was” is
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treated in theERG as semantically empty (apart from its constraints on thedgen
of the event), so its lexical entry was added to the genésatorentory of candi-
date lexical entries by virtue of a triggering rule, disadgsn more detail in the
final section of this chapter. Second, the temporal preiposfin” introduces a
semantic predicate which is more specific than that of theesponding input EP,
since English imposes idiosyncratic constraints on thecehof temporal prepo-
sitions determined by the semantic class of their object ‘WP1871” but “on
Tuesday” and “at ten o’clock”. By permitting as input thedespecific predication
temp_loc_sp, the generator attends to this idiosyncracy withingRe, simplifying
the external interface for this component. Third, the lakientry corresponding
to “1871” is a more generic lexical entry used for all numideyears, and whose
orthography for realization is determined by a propertyhaf televant input EP.
And fourth, the proper name “Gjendebu” could be generatettheifly without the
need for a pre-defined lexical entry, exploiting a robuseesgion to the generator
which is useful in name-rich domains such as ours. In thisnge, the syntactic
rules used to admit each of the constituent phrases happersemantically trans-
parent, leaving the lexical entries to account for all of itffermation in the input
MRS; but as we will see in the next section, other commonly uséabrim theERG
contribute part of the semantic content of the phrases timjta

In the next section we preseriG analyses of some of the more frequently oc-
curring linguistic phenomena in the English translatiohthe LocoN development
corpus, focusing on the contributions of lexical entried anes to the composition
of the semantics for these phenomena. In the following Geatie review some
of the linguistic phenomena for which the pre-LOG@RG lacked coverage. And
the final section describes some additional grammar reeswsed by the gener-
ator, aiming to find the right balance foocoN among the competing tensions of
precision, robustness, efficiency and extensibility. Brgtfisome remarks on the
notation used here.

1.1 Notational Conventions

Consistent with standard assumptions intrsGframework,ERG analyses reflect
both syntactic and semantic constraints on well-formesingih the bulk of these
constraints expressed as properties of lexical entriestwihherit from a rich hi-
erarchy of lexical types, augmented by a modest set of ptvdulexical rules.
The syntactic component of ttERG consists of some 180 context-free rules de-
fined as constructions which again inherit from a hieraraiyhis case of phrasal
types. These linguistic objects are all implemented astypature structures, with
unification the sole operation for determining the wellrfi@dness of a candidate
mapping between form and meaning. TBRG has been developed using kB



system (Copestake, 2002) which provides an implementation of typed feature
structures, a parser, a generator, and sophisticatedctimpand debugging tools.

While these feature structures include rich syntacticrimation in addition to
their semantic content, the phenomenon descriptions mexséere abbreviate the
syntactic properties of each constituent in a phrase, wsiognic node labels for
convenience in presenting the phrasal structure emplayétkse linguistic anal-
yses. For example, the noun phrase “the classic bridge’sigraed the following
(somewhat simplified) feature structure by #rG.

(5) [hspecrule T
[canonicalsynsem )
[local )
[cat i
HEAD noun
CAT valence
LOCAL vaL |s9B O
SSM SPR ()
COMPS ()
CONT mrs
CONJ cnil
LEX -
NONLOC non-local
MODIFD Imod

[INFL +

We will abbreviate this feature structure as simplyNiR, an expression whose
HEAD attribute isnounand whose specifier requirement has been met (the value
of SPR is the empty list). Irrelevant to this abbreviatior Hre fact that this ex-
pression is a phraseL§x —]) or that the head noun has been modified on its left
(ImobpIFD Imod]), for example. These more fine-grained properties aressacg

to ensure well-formedness when parsing or generating,amube visually glossed
over when viewing whole derivation trees. Similar abbriia mappings from
syntactic category constraints to node labels are defiratidst phrases admitted

by the grammar, enabling compact presentation of the diemivirees for analyses
assigned by the parser or the generator, such as the fojowin

The initial work on theErRGemployed the PAGE (Platform for Advanced Grammar Engimegri
system developed at the DFKI in Saarbriicken, and_Kgewas later adapted to accommodate the
type description language TDL (Krieger & Schéafer, 1994 dig PAGE.



(6) We asked him about the classic bridge.

/S\

NP VP
|
NP
We \Y PP
/\
\ NP
| him P NP
about
asked DET N
the /\
AP N

classic |
N
|
N

bridge.

2 Core Linguistic Phenomena

Most of the core phenomena of English syntax and semante$yadefinition
common to most domains and genres, andethe analyses presented in this sec-
tion largely pre-date the onset of thecon project. However, some of the details
of the semantic representations have been revised dungptirse of the project,
reflecting our efforts toward cross-linguistic harmonizatof semantics, a topic
discussed in detail in Chaptee.

2.1 Clauses and Sentence Fragments

In English, distinct syntactic constructions can be usetifferentiate declarative,
interrogative, and imperative sentences, with some yaoiestructure possible for
each of these primary clause types. B is a sentence-level grammar, or more
precisely, one which licenses well-formed utteranceduding both sentences and
sub-sentence phrases. Either may contain embedded ¢laitbes as arguments
or as modifiers, which exhibit some properties that contratst matrix clauses.

6 above is an example of a simple declarative main clauseseveemantics
is given in 7. Here the main predication is the three placaticei _ask_v_about,
with the index of bridge_n_1 as its third argument. The top level predication for an
utterance will always be a message, here the propositioprfgd®_m, reflecting
the declarative clause structure of this example. The evaméble introduced
by the main predication is specified with tense, mood, andcgproperties (not
perfect and not progressive), while the referential inglitdéroduced by the noun
phrases are marked for person and number. For uniformiggdresentation, every
noun phrase introduces a quantifier EP, though the quastii@rpronouns and
proper names do not exhibit any interactions with scope®ON.



(7 We asked him about the classic bridge.

(hi,
hy:prpstn_m(ey{ TENSE past, MOOD indicative, PROG -, PERF -}, h3, Uy4, Us),
he:pron(x7{PERS 1, NUM pl, PRONTYPE std_pron}),
hg:pronoun_q(x7, hg, h1g),
hy1:_ask_v_about(es, X7, X13, X12),
h14:pron(x13{PERS 3, NUM sg, GEND m, PRONTYPE std_pron}),
his:pronoun_q(xi3, hie, h17),
hig:-the_q(X12, hao, h19),
h21:_C|aSSiC_a_1(822, X12),
hoy:_bridge_n_1(x12{PERS 3, NUM sg, DIV -})

{h3 =¢ hi1, hg =4 hg, h1g =4 h14, hag =4 ha1 })

8 illustrates analyses of simple examples of the other twim ause types,
for interrogatives and imperatives.

(8) What is a fjord?

S

P

NP-WH SINP
I |
NP-WH VINP

What P\

VINP NP

|
VINP DET N
is a |
N
|

N
fjord?

(hy,
hy:int_m(e2{ TENSE pres, MOOD indicative, PROG -, PERF -}, hy4, U3, X5),
hy:prpstn_m(es, hg, us, Xs),
h7:thing(X5{PERS 3,NUM sg}),
hs:which_q(xs, hg, hip),
h11:_be_v_id(e2, X192, X5),
hi3:.a.q(X12, h1s, h14),
h16:_fiord_n_1(x12{PERS 3,NUM sg, DIV - })
{he =¢ h11,hg =¢ h7,h15 =; hi })




(9) Enjoy your excursion!

/ N
Enjoy your |
N

excursion!

(hy,

hy:imp_m(e2{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, U4, Us),
hg:pronoun_q(xsg, hr, hg),

hio:pron(xs{PERS 2, PRONTYPE zero_pron}),

hii:enjoy-v_1(ez, X, X12),

hys3:def_explicit q(x 2, h1s, h14),

hig:poss(eis, X12, X17),

hig:pronoun_q(xi7, hao, ha1),

hoo:pron(x17{PERS 2, PRONTYPE std_pron}),
h16:_excursion_n_1(x12{PERS 3, NUM sg, DIV -})

{h3 =4 h11, h7 =4 hig, his =4 hig, hao =¢ h2a })

The WH-question above introduces the interrogaitiven message EP (in addition
to a proposition EP which might be unnecessary), while thheroand introduces
the imperativéamp_m message EP. Both of these examples illustrate another char-
acteristic of semantic composition in tBeG. while most lexical entries introduce
just one EP each, some are semantically more complex, suttte gmssessive
pronoun “your”, which provides both the pronoun pfen and the two-place pos-
sessive relatioposs. Similarly, WH-pronouns are given a more complex seman-
tics, preserving the uniformity of a common quantifignich_g while including a
second EP differentiating “what” from “who’person_n), “where” (place_n), etc.

While embedded complement clauses exhibit somewhat clistiructural prop-
erties compared to main clauses, their semantic reprégerstare nearly indistin-
guishable, except that the label of the outermost messaga & complement
clause is identified with an argument position in anotherdgid, in addition the
mood of the EP may beibjunctive, as in the following example:

(10) He recommended that the club build a shelter.



\Y S
|
\Y
recommended
COMP VP
COMP NP \Y NP
coMP DET N v DET/\N
that the | build a |
N N
club |

shelter.

(hy,
hy:prpstn_m(es{ TENSE past, MOOD indicative, PROG -, PERF -}, h3, Uy4, Us),
he:pron(x7{PERS 3, NUM sg, GEND m, PRONTYPE std_pron }),
hg:pronoun_q(x7, hg, h1g),
hy1:_recommend.v_1(es, X7, h13),
hi2:prpstn_m(e14{ TENSE tensed, MOOD subjunctive, PROG -, PERF -}, hy3, U1g, U15),
hi7:the_g(x19, h2o, his),
ho1:_club_n_1(x19{PERS 3,NUM sg, DIV -}),
hgg:_build_v_l(em, X109, X23),
hog:a q(Xz3, hag, has),
ho7:_shelter_n_1(x93{PERS 3, NUM sg, DIV -})
{h3 =4 h11, hg =4 hg, h13 =¢ haa, hag =4 ha1, hag =4 ha7 })
Here the label of the embedded message is identified wittaitatgument of the
_recommend_v_1 EP, and the event variable of the complement clausaid_v_1
EP is marked as subjunctive.

In addition to complete sentences, tHRG also analyzes sub-sentence utter-
ances consisting of one or two constituents which we wikréd here as sentence
fragments, following (Schlangen, 2003). An example is thleiving section head-
ing within a text.

(11)  Trips from Gjendesheim
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Gjendesheim

(hy,

hy:prop-or-ques_m(es{ TENSE untensed , MOOD indicative, PROG -, PERF -}, h3, Us, Uy4),
hg:unknown(es, x7),

hg:udef_q(X7, hg, th),

hy1:_trip_n_of(x7{PERS 3, NUM pl, DIV +}, U32),

hii:from_p(eis, X7, X14),

hi5:proper_q(xi4, hig, hi7),

hig:named(x14{PERS 3,NUM sg, DIV -}, gjendesheim)

{h3 =4 hg, hg =; hi1, hig =¢ hig })

As noted above, for uniformity, fragments too introduce prlevel message EP,
here the underspecifigitop-or-ques_m, though it might be reasonable to assume
that the absence of an utterance-final question mark wiltay license interpre-
tation as a declarative proposition. Again following (Saigen, 2003), NP frag-
ments also introduce an underspecified one-place relatikmown which might
later be identified with the relevant discourse-suppliddti@n for which the NP is
an argument.

Some non-sentence utterances, like “probably Oslo” arsingte constituents,
but a sequence of two, each of which bears some independentatical relation
to the implicit main verb, further motivating our introdiart of theunknown EP
for fragments. The syntax and semantics of this expressmasafollows.

(12) Probably Oslo

XP

ADV NP
Probably |
N

|
N

Oslo
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(hy,
hy:prop-or-ques_m(es{ TENSE untensed , MOOD indicative, PROG -, PERF -}, h3, Us, Uy),
hg:unknown(es, X7),
hg:_probable_a_1(eg, hip),
hi1:proper_q(xz, hig, his),
h14:named(x7{PERS 3,NUM sg, DIV - }, 0slo)
{h3 =4 hg, hig =4 he, h12 =; hi4 })

This MRS presents an underspecified representation which we camprieteas a
proposition or question whose content consists of somedise-supplied relation
of which “Oslo” is an argument, and which is in the scope ofdteerb “probably”.

2.2 Modification

Much of the complexity in naturally occurring English texribes from a wide
variety of modification structures, including at least atljes, adverbs, preposi-
tional phrases, degree modifiers, subordinating conjonstiand relative clauses.
We present examples of each of these independently, andnia ebtheir possible
combinations, together with sketches of the dimensionsaagation supported in
theERG.

Adjectives in English typically appear as modifiers befdreirt target noun if
they are lexical (more or less), and after the noun if theydhglarases of their
own. In theeRG all adjectives are uniformly treated semantically as seetive
modifiers, so we defer for now the issue of whether the claagjettives including
“probable”, “former” and “fake” would be better represemtas scopal modifiers.
While most adjectives introduce simple one-place relatitaking the index of
the noun they modify as their sole argument, English hasteratide variety of
complement patterns for adjectives, only a few of which carillostrated here.
We have already seen an example of a simple attributive tadigén 6, and in the
correspondingvRs in 7 we can see that, as with every intersective modifier, the
labels of theclassic_a_1 EP and thebridge_n_1 EP are identified, and further, the
ARG1 of _classic_a_1 is identified with thearGo of _bridge_n_1.

(13) Theresultis juicy grass full of nutrition.
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NP VP
/\ /\
DET N
The | ?g NlF’
N
| N
N /\
result AP N
juicy /\
N AP
|
N aB] PP

nutrition.

(hy,
hy:prpstn_m(e2{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
he:-the_q(xs, hg, h7),
hio:_result_n_of(xs{PERS 3,NUM sg, DIV - }, i11),
hlg:_be_v_id(eg, X8, X13),
h14:udef q(x13, h1s, hig),
hi7: juicy a_1(e1s, X13),
hy7:_grass_n_1(x13{PERS 3,NUM sg, DIV +}),
h17:_full_a_of(e19, X13, Xgo),
ho1:udef q(x2g, ha2, ha3),
hog:_nutrition_n_1(X29{ PERS 3, NUM sg, GEND n, DIV +})
{h3 =4 hia, hg =4 hig, h15 =4 hi7, hog =g hos })

In this example, the two-place relatiofull_a_of identifies its label with that of
_grass_n_1 and that EP'sarGo with its own ARG1, in addition linking its other
argument with theaxrco of _nutrition_n_1. Note that since all nominal modifiers
are treated as intersective, it is convenient when theréatte prenominal and
postnominal modifiers to avoid spurious ambiguity by cdesigy favoring low
attachment on one side or the other. As shown in 13gtecurrently attaches
post-head modifiers before pre-head ones.

Intersective adverbs have a similar semantic relation&ghtpeir targets, iden-
tifying their label with that of the highest EP in the phralseyt modify, and identi-
fying that EP’sarRGo with their ARG1, as shown in 14.

(14) Iglfjellet boldly stands out.
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S
NP

VP

| /\

N

| ADV VP

N boldly N
Iglfiellet \|/ T’

\Y P
stands  out.

(hi,
hy:prpstn_m(e2{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
he:proper_q(xs, hz, ho),
hio:named(xs{PERS 3,NUM sg, DIV -}, iglfiellet),
h11:_bold_a_1(e12, 62),
hy1:_stand_v_out(es, X3)
{h3 =4 hi1,hy =, hyo })

Scopal adverbs like “probably”, illustrated in 15, do natndify their EP’s la-
bel with that of their target's EP, instead making that tafge’s label the value
of their ARG1 (mediated as usual withgeqas presented earlier). This representa-
tion is to be interpreted as having the adverb’s semantitscoping the semantic
content of the phrase it modifies.

(15) Humans have probably used this area regularly.

S
NP VP
l /\
N
|
N v VP

Humans ~have /\
ADV VP
probably /\

VP ADV
|
v NP regAuDIa\tlrly
\Y DET N
used this |
N
|
N
e



(hy,
hy:prpstn_m(es{ TENSE pres, MOOD indicative, PROG -, PERF +}, h3, Uy, Us),
hg:udef_q(xs, h7, hg),
hio:-human_n_1(xg{PERS 3, NUM pl, DIV +}),
hy1:_probable_a_1(eq2, hi3),
hi4:_use_v_1(es, Xg, X15),
hie:-this_g.dem(x 15, his, hi7),
hig:_area_n_of(x15{PERS 3,NUM sg}, i20),
hi4:_regulara_1(esq, €2)
{h3 =4 h11, h7 =4 hig, hig =¢ hia, hig =g hig })

Prepositional phrase modifiers usually consist of a préiposand its noun
phrase complement, where the preposition semanticallydates a two-place re-
lation with that complement’s semantic index asAts2 and the target phrase’s
semantic index as itsrG1. Ordinary PPs are treated in tB®G as intersective
modifiers, so the label of the preposition’s EP is identifigthwhe label of the
target semantic head’s EP, just as with adjectives andsietéve adverbs.

(16) TjarnhoBa is crossed on a bridge over a ravine.

S
NP VP

|
N /\
| v VPP
N is /\
Tigrnholaa
VPP PP
| /\
\Y
I P NP
\ on /\
crossed
DET N
2 /\
N PP
| /\
N
- P NP
bridge over P
DET N
a |
N
|
N

ravine.
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(hy,
hy:prpstn_m(es{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, X4, Us),
he:proper_q(x4, hz, hg),
hg:named(x 4{PERS 3,NUM sg, DIV - }, tjgrnholaa),
hig:_cross_v_1(es, U11, X4),
hio:-on_p(ei2, €2, X13),
hi4:-a.q(x13, hie, h1s),
hy7:_bridge_n_1(x13{PERS 3,NUM sg, DIV -}),
hi7:-over_p(eis, X13, X19),
hao:-a_q(X19, hag, hay),
hos:_ravine_n_1(x19{PERS 3,NUM sg, DIV -})

{h3 =4 hio, h7 =4 hg, h1g =, hi7,haa =, ha3 })

We can see in the above example that the PP headed by “on” estlie VP
headed by “cross”, while the PP “over a ravine” modifies thenimal phrase
headed by “ravine”. in each case the label of the EP introdliyethe preposi-
tion is identified with that of the target phrase main EP'slaland the external
argument of each preposition’s EP is identified with its édsgsemantic index.

Degree madifiers, which exhibit an impressive range of stit@nd semantic
variety in English, fall into two broad classes: the majorithich behave seman-
tically like intersective adverbs, and all the rest, whiekist easy generalization.
The most typical kind appears as a degree specifier of antadjec

(17)  Trollneimen is a range with extremely heavy snows.

S
NP VP
| /\
N

| \%

NP
N is
Trollheimen

DET N

) /\

N PP
l /\
N
|
N P NP
range with ,L
AP N
|
ADV AP N
extremely  heavy ,1‘

snows.



(hy,
hy:prpstn_m(ey{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
he:proper_q(xs, hz, hg),
hio:named(xs{PERS 3, NUM sg, DIV -}, trollheimen),
hi1:_be_v.id(ez, Xs, X12),
hiz:_a_q(x12, his, hig),
h1g:_range_n_of(x12{PERS 3,NUM sg, DIV - }, i17),
hi6:-with_p(eis, X12, X19),
hoo:udef q(x19, ha1, ha2),
hos:_extremely_x_deg(ea4, €25),
hos:_heavy_a 1(e9s, X19),
hos:_snow_n_1(X19{PERS 3, NUM pl, DIV +})

{h3 =4 h11, h7 =4 hig, his =4 hig, ha1 =¢ haz })

As with ordinary adverbs, the degree modifier “extremelyfaduces an EP whose
label is identified with its target, and whoseG1 is the same as its targe®ao.
Subordinating conjunctions like “while” or the conditidrid” share many
syntactic characteristics with ordinary prepositionatgses, but their semantic
representation is quite distinct, since they must relagectintents of two clauses:
their complement subordinate clause, and the target clahseh they modify.
Since each of these clauses can include scopal predicgdsank as negation or
modality), the EP introduced by the subordinating conjiamctakes not the event
variable but the highest scoping label of each clause forobits two arguments.

This construction is illustrated in the following

(18) People moved away while Avdalen was still thriving.

S

N

S

e /PP\

NP p 5

| N while

N \% PP

| | away NP VP

N \Y | /\

,1‘ moved IT v VP

People N was
Avdalen ADV VP

still |
VP

|
\

thriving.



(hy,
hy:prpstn_m(ey{ TENSE past, MOOD indicative, PROG -, PERF -}, h3, Uy4, Us),
hg:udef_q(xs, h7, hg),
h1o:_people_n_of(xg{PERS 3, NUM pl, DIV +}, i11),
hi2:_move_v_1(es, Xg),
hi2:-away p_dir(eis, e2),
h14:_ while x(e16, h12, h15),
hi7:prpstn_m(ez, hig, Uy, U1g),
hy5:prpstn_m(es; { TENSE past, MOOD indicative, PROG +, PERF -}, hag, Ug3, Ua2),
hogq:proper_q(xag6, has, har),
hog:named(x 26 {PERS 3, NUM sg, DIV -}, avdalen),
hog:_still_a_1(esg, €21),
hag:_thrive v_1(e21, X2g)
{h3 =4 h17, h7 = h1g, hig =4 h14, hag =4 hag, has =4 hog })

The two-place relation introduced by “while” identifies fisst argument with the
label of the message for the main clause which it modifiesjtarsgcond argument
with the label of the complement clause’s message, ensthiaigany scopal rela-
tions within each of these clauses are retained. Since liedslaf the two clause-
specific messages both appear as arguments, an additipalevéd message is
introduced in these constructions, in order to preserveetimgenient uniformity
that every utterance presents the label of a message aghitsshiscoping element.

Finally for our inventory of ordinary modifiers, we illusteatheERG analysis
of relative clauses, which as usual come in a pleasing vasfetyntactic forms, but
present a largely uniform semantic representation. As i clause, a relative
clause introduces a message as its highest-scoping EReailies that message’s
label with the label of the noun that the relative clause riesli In addition, rela-
tive clauses preserve the identity of the relativized elgmdthin the clause, and
identify that element with the semantic index of the modifiedin.

(19) Learn about the area in which you hike.
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| /\
\
Learn P NP
about /\
DET N
the /\
N S
| /\
N
PP SIPP

(hy,

hy:imp_m(e2{ TENSE pres, MOOD indicative, PROG -, PERF -}, hg, U4, Us),
he:pronoun_q(xs, hz, hy),

hio:pron(xs{PERS 2, PRONTYPE zero_pron}),

hy1:_learn_v_about(es, Xg, X12),

hi3:the_q(x12, his, h14),

hig:-area_n_of(x12{PERS 3,NUM sg}, i17),

hig:-in_p(eig, €20, X12),

h16:prpstn_m(eq{ TENSE pres, MOOD indicative, PROG -, PERF -}, ha1, Ug3, Ug2),
hog:pron(xos{ PERS 2, PRONTYPE std_pron}),

hag:pronoun_q(x2s, ha7, has),

hlg:_hike_v_l(ego, X25)

{h3 =4 hi1, h7 =4 hig, hi5 =4 hig, ha1 =¢ hig, har =4 has })

Crucially here, thesrco of _area_n_of is identified both with the second argument
of the EP for “learn” and with the second argument of the EPtlier locative
preposition“in”. And as advertised, the label of the mesdag the relative clause
is the same as that of the EP for “area”.

2.3 Coordination

The most common kind of conjoined structure is constitueatrdination, where
each of the two or more conjuncts belongs to the same catégospme relevant
level of abstraction) as the others. TiRG provides analyses of most coordinate
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phrases of this kind in binary structures, combining thguetion first with the
conjunct to its right, and then the one to the left. Phrasesistng of more than
two conjuncts and only one overt conjunction have simillamhary right-branching
structure. The conjunction typically introduces a relatwhich takes as semantic
arguments both the label and the semantic index of each afahjeincts, though

not when conjoining quantified noun phrases, since quanifiels remain uncon-
strained.

(20) The lodge is located in Oppland, and has 90 beds.

S

T,

NP VP
/\
DET N
The |
N
lodge VP VP-C
\% VPP CONJ VP
is /\ and /\
\ PP \ NP
| | N
v p/\Np vV DET N
| in | has | |
Vv N ADJ N
located | 90 |
N N

| beds.
N
Oppland,

(hy,

hy:prpstn_m(ey{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
he:-the_q(xs, hg, h7),

h1o:-lodge_n_1(xg{PERS 3, NUM sg, DIV -}),

h11:_locate v_1(e12{ TENSE pres, MOOD indicative, PROG -, PERF -}, U13, Xg),
hii:in_p(ei4, €12, X15),

hig:proper_q(xis, hi7, hig),

hi9:named(x15{PERS 3, NUM sg, DIV -}, oppland),

hao:_and_c(ez, hi1, €12, haa, €21{}),

hao:_have_v_1(eq; { TENSE pres, MOOD indicative, PROG -, PERF -}, Xg, X23),
hoq:udef q(Xas, has, hag),

ho7:card(e2s{ TENSE untensed , MOOD indicative, PROG -, PERF -}, x{ }, 90),
ho7:_bed_n_1(x23{PERS 3,NUM pl, DIV +})

{h3 =4 hag, hg = hig, hi7 =4 hig, has =4 ha7 })

The conjoined verb phrase here introduces a new event whiakeinded to group
the events of the two conjuncts, leaving underspecifiechostthey are to be inter-
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preted; and the conjunction E&nhd_c takes as arguments the labels of the highest-
scoping EP in each of the two VP conjuncts (along with thegnewariables).
Hence the conjunction EP becomes the highest-scoping BERi$osentence.

Conjoined noun phrases are treated analogously, but tharation EP only
takes the semantic index of each as arguments, as illubtimthe multiple con-
junct example in 21.

(21) It calls at Gjendebu, Memurubu and Gjendesheim.

NP VP
|
NP /\
It VP PP
|
V /\
| p NP
\% at /\
calls
NP NP-CJ
| /\
N
| NP NP-CJ
N | /\
& T CONJ NP
Gjendebu, N and |

Memurubu

Gjendesheim.

(h1,

hy:prpstn_m(e2{TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
hg:pron(x7{PERS 3, NUM sg, GEND n, PRONTYPE std_pron}),
hg:pronoun_q(xz7, hg, h1p),

h11:_call_v_1(e2, X7, ilg),

hii:atp(eis, €2, X14),

hi5:udef.q(x14, hi6, h17),

hig:proper_q(x20, h1g, ha1),

hag:named(x 20 {PERS 3, NUM sg, DIV -}, gjendebu),

hog:udef_q(xas5, hag, has),

h27iimp|iCit_C0nj(X14{PERS 3,NUM pl}, Uog, X20, U2g, X25),
hso:proper_q(xsz, hai, hss),

hss:named(x32{ PERS 3, NUM sg, DIV -}, memurubu),
h351_and_C(X25{PERS 3,NUM pl}, Us7, X392, Usg, X36),

hsg:proper_q(xse, hao, ha1),

h42:named(x 36 {PERS 3, NUM sg, DIV -}, gjendesheim)

{h3 =4 h11, hg =4 hg, h1g =¢ ha7, h1g =4 haa, hay =4 h3s, h31 =4 h3g, hyg =4 hao })
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Since both the syntactic structures and the semantic rauesns for coordi-
nation are binary, each new conjunct in an implicit multipteordinate structure
corresponds to an additional conjunction EP, ithglicit_conj relation, which be-

haves semantically just like the EP introduced by an ovarjurwtion word. Just
as a new grouping event is introduced for conjoined VPs, ssnagemantic index
is introduced for each pair of conjoined nominal phraseairaelgaving underspec-
ified whether the coordinate phrase should be interpretmy, distributively or

collectively.

The phenomena described in this section represent coreopiegra, all of
which are common in theoGoN corpus, both in the humanly provided English
translations and in the semantic representations prodogdide Transfer compo-
nent as input to the generator. In the next section we revegmesnore interesting
phenomena which are also common in tle&oN corpus, but for which the pre-
LOGON ERGdid not yet include analyses.

3 LOGON-Driven Grammar Extensions

Prior to LoGoN, development of th&RG was driven by applications in the do-
mains of meeting scheduling, speech prosthesis, and atgdnsastomer email
response, all of which focused on roughly conversationailigim. TheLocoN
development corpus consists of largely descriptive oruiesibnal content, with
somewhat longer and syntactically more complex utteraridessurprisingly, the
linguistic phenomena we encountered included several faciwtheERG initially
lacked satisfactory analyses, and which appeared withcirffi frequency that
augmentation of the grammar was justified. One of these, evmetitiple prepo-
sitional phrase modifiers interact with each other semalhjaeceives discussion
in Chapter??.

A second phenomenon we addressed involves depictive madifibere a
predicative phrase appears as a modifier of a sentence dp alverse, such as the
adjective “free” in “predators roamed free”, or the verbgde headed by “coming”
in “the hike is more spectacular, coming from Gjendesheiflr analysis treats
these semantically as a kind of non-finite subordinate elawsth the semantics
introducing essentially the samebord predication that is used for ordinary subor-
dination as with “if-then” constructions. Here the secomguanent of that relation
is the highest-scoping element of the semantics for theigatiee phrase, which
serves as the subordinate “clause”. Two examples are givea and 23.

(22) Inthe past they roamed free.
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PP siPP

P NP NP VP/PP
In N they /\
DET N VPIPP PP
the | |
';‘ VP AP
| |
N v AP
past | free.
v
roamed

(hi,

hy:prpstn_m(es{ TENSE past, MOOD indicative, PROG -, PERF -}, hy1, U1g, €4),
h3_ln_p(e4' e2| X5)7

he:-the_q(xs, hg, h7),

hg:_past_n_1(x5{PERS 3, NUM sg, DIV -}),

hy2:pron(x13{PERS 3, NUM sg, GEND m-or-f, PRONTYPE std_pron}),
hi4:pronoun_g(x13, h1s, h1g),

hs:_roam_v_1(es, X13, i17),

hig:subord(ezs, hig, hao),

hao:prpstn_m(egz, hag, U23, U2s),

hig:prpstn_m(ez, hag, U1g, U27),

hog:_free_a_1(esqo, iog)

{hS =q hg, hi1 =4 hig, his =q h12, hog =q hag, hag —q h3}>

(23)  The hike is more spectacular coming from Gjendesheim.

NP VP
/\
DET N
The |
N
hike /VP\ Plp
\Y AP VP
is /\ /\
ADV AP VP PP
more  spectacular \I/ /\
| P NP
from |
v N
coming

|
N

Gjendesheim.
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(hy,

hy:prpstn_m(ey{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
he:-the_q(xs, hg, h7),

h1o:_hike_n_1(xg{PERS 3, NUM sg, DIV -}),

hii1:comp(ei2, €2, U13),

hy1:_spectacular_a_l(es, Xg),

h14:subord(e7, his, hig),

hig:prpstn_m(e;s{ TENSE untensed , MOOD indicative, PROG +, PERF -}, hag, U1g, U21),
his:prpstn_m(ez, hag, Uy, U23),

ho4:come.v_1(eis, i25),

hoq: from_p(egs, €18, X27),

hog:proper_q(xa7, hag, h3o),

h31:named(x 27 {PERS 3, NUM sg, DIV -}, gjendesheim)

{h3 =4 h14, hg =4 hig, hag =4 hag, haa =¢ h11, hag =4 h31 })

A third extension to the grammar provides an analysis ofdidie phrases
derived from a noun bearing an “-ed” suffix, either with aneatiye as in “rough-
legged hawk” or with another noun as in “the knife-edged Bggsn”. These
modifier phrases are analyzed using a lexical rule whicheglthe basic lexical
entry for a noun belonging to a particular class (includiogeéxample body parts)
to a derived entry with an “-ed” suffix, where this derivedrgrdan then combine
with an adjective or a noun to its left to form a phrase with digribution of an
ordinary adjective, either attributive or predicative. Wastrate both variants in
24 and 25.

(24) The rough-legged hawk is the most common predator.

/S\

NP VP
DET N v NP
The /\ Is /\
AP N DET N
,1‘ ,1‘ the /\
. P/\N hawk AP N
| | % \
AP N ADV AP
most  common |
rough- legged N

predator.
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(hy,
hy:prpstn_m(ey{ TENSE pres, MOOD indicative, PROG -, PERF -}, h3, Uy, Us),
he:-the_q(xs, hg, h7),
hio:unspec_mod(e11, Xg{PERS 3,NUM sg, DIV -}, X12),
hi3:udef q(x12, h14, h1s),
hi¢:-rough-a_1(e17, X12),
hie:-leg-n_1(x12),
hig:_hawk_n_1(xsg),
hig:_be_v_id(es, X3, X19),
hoo:-the_q(X19, ha2, ha1),
has:superl(e24, €25),
hosg:_common_a_l(ess5, X19),
hos:_predator_n_1(x19{PERS 3,NUM sg, DIV - })
{h3 =4 hig, hg =4 hig, h14 =4 hig, hag =; hag })

(25) \Visitors are here to hike the knife-edged Besseggen.

NP VP g vp
| P to
N V-1 /\
| are |
N NP \|’ NP
| here
N hik
Visitors k& pET N
the /\
AP N
| |
N N
/\ |
N N N
| | Besseggen.
N N
knife-  edged
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(hy,
hs:prpstn_m(ey{ TENSE pres, MOOD indicative, PROG -, PERF -}, hg, Uy, Us),
h7:udef_q(xg, hs, hio),
hy;:_visitor_n_of(xg{PERS 3,NUM pl, DIV +}, i12),
his:unspec_loc(es, X9, X14{PERS 3,NUM sg}),
his:place n(x14),
hig:def_implicit_q(x 14, h17, h1g),
hi5:_here_a_1(eq9, X14),
hog:_in+order+to x(e92, hs, hay),
hy:prpstn_m(ez, hag, Uy, Us),
hay:prpstn_m(es4{ TENSE untensed , MOOD indicative, PROG -, PERF -}, hag, U2s, Ua7),
hog:_hike v_1(€24, i30, X29),
hs1:-the_g(xa9, 33, haz),
hs4:unspec_mod(ess, X29, X36),
hz7:udef_q(xse, has, h3o),
h4o:compound(esz, X36, X41),
has:udef q(X41, a4, hys),
h4g:_knife_n_1(x41),
h4o:_edge_n_of(x3¢),
hs4:named(x29{PERS 3, NUM sg, DIV -}, besseggen)
{he =¢ hi3, hg =4 h11, hi7 =4 his, haz =4 hag, hag =4 hag, h3z =4 has, hgs = hao, has =4 hus })

In each of these examples, lexical rule forming#be&marked noun introduces
into the semantics amspec_mod predication which relates the index of that noun
to the index for the head of the noun phrase it modifies. Withibinary phrase
combining theedmarked noun with the word to its left, the construction is&n
mal adjective-noun or noun-noun-compound phrase withxpeaed semantics.

4 Grammar Resources for Generation

In order to generate felicitous translations with this gnaan with a reasonable
level of efficiency, some additional resources must accompiae lexical entries
and rules which comprise the bulk of the grammar. These decll) a set of
constraints on which subset of parsable structures will éerpted, and (2) a
mechanism to accommodate lexical entries which do notdote any elemen-
tary predications into the semantics.
Because theRaGis designed for use across multiple domains, both for parsin

and for generation, many of the lexical entries and rulelsideca constraint which
distinguishes coarsely among two levels of formality. Véolite “gonna” (for
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“going to”) are acceptable as input for parsing, but not sefulsfor the kind of
translations we aim at inocoN; and similarly, not all variations of punctuation or
spelling encountered in text need to be generated. Theaenean be configured
to exclude these informal or redundant elements, whethkardeor syntactic, so
they will not be included as part of any analysis producedieygenerator.

TheERGS lexicon includes a number of lexical entries like the &ary verb
“do” or the sentential complementizer “that” which do nargduce an elementary
predication into the semantics, even though such entries afpose constraints
on values of semantic attributes such as tense or numbee 8ia generator uses a
chart-based algorithm, described in (Carroll, Copestikekinger, & Poznanski,
1999), where the chart is initialized by looking up lexicatrges and rules indexed
by their semantic predicates, some accommodation must e foasemantically
empty entries such as the ones for the auxiliary“do”. Heheegrammar includes
a set of “trigger” rules which define a conditioning propesfithe input semantics
which, if satisfied, licenses the addition of a semanticaltypty lexical entry into
the generator’s initialized chart. For example, the entny“did” is added if the
input semantics includes a negation relation with scope avelation whoseRrGo
is an past tense event.

The first of these two mechanisms provides a useful level nfrobover the
variety of outputs produced by the generator, while the sg¢@nables the gener-
ator to maintain reasonable efficiency when using a gramikeathe ERG which
includes semantically empty lexical entries.

References

Carroll, J., Copestake, A., Flickinger, D., & Poznanski(¥999). An efficient chart gen-
erator for (semi-)lexicalist grammars. Rroceedings of the 7th European Workshop
on Natural Language Generatiqpp. 86 —95). Toulouse, France.

Copestake, A. (2002)Implementing typed feature structure grammagtanford, CA:
CSLI Publications.

Krieger, H.-U., & Schafer, U. (1994'DL — A type description language for constraint-
based grammars. IRroceedings of the 15th International Conference on Coayput
tional Linguistics(pp. 893 —899). Kyoto, Japan.

Schlangen, D. (2003A coherence-based approach to the interpretation of norestial
utterances in dialogudJnpublished doctoral dissertation, University of Edirdggur

27



